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Abstract. In the last years several attempts to define identity-related properties
such as identifiability, pseudonymity and anonymity have been made to analyze
the privacy offered by information systems and protocols. However, these defini-
tions are generally incomparable, making it difficult to generalize the results of
their analysis. In this paper, we propose a novel framework for formalizing and
comparing identity-related properties. The framework employs the notions of de-
tectability, associability and provability to assess the knowledge of an adversary.
We show how these notions can be used to specify well-known identity-related
properties and classify them with respect to their logical relations and privacy
strength. We also demonstrate that the proposed framework is able to capture and
compare several existing definitions of identity-related properties.

1 Introduction

With the growth of Internet usage, companies and institutions are gathering more and
more personally identifiable information about the individuals in their target groups,
such as customers or citizens. Also, more and more people voluntarily publish this in-
formation, e.g. on social network websites. Individuals will be associated with an iden-
tifier such as a customer number, Social Security Number or nickname, that uniquely
identifies them within the service domain. Privacy-sensitive data (name, address, age,
sex, all kinds of personal preferences, etc.) will be associated with this identifier.

People are often asked to provide personally identifiable information with the alleged
reason of enabling personalization of services, while there may be other, hidden, reasons
for this personal data collection, as it often also enables profiling of individual persons
or target groups, e.g. for marketing reasons, or for (credit) risk management.

Although this trend promises advantages, it also threatens the privacy of the persons
involved, because of the easiness of overuse of personally identifiable information in
ways that may not be in line with the reason why the person handed over this informa-
tion in the first place, or may even be against his will. Before subscribing to a service,
people may want to know the privacy policies and practices of the service provider, in
particular they may want to know which information is personally identifiable, i.e. can
be linked to the originating individual, and who is able to establish those links.

Privacy, defined as the right to control one’s own personally identifiable informa-
tion, is studied extensively in the literature. Several identity-related properties such
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as pseudonymity, anonymity and identifiability are used in the literature to assess the
privacy offered by information systems together with techniques for their verification.
Unfortunately, there is no universal, widely accepted definition for these properties.
Sometimes, the properties are defined informally and lack a precise semantics [1], mak-
ing it difficult to reason about them. Elsewhere, they are formally characterized using
different foundation frameworks (e.g., process algebra [2,3], modal logic [4], informa-
tion theory [5], etc.) and are specific to a certain application domain. These differences
make it difficult to compare the existing definitions and generalize the results of such
studies.

In this paper, we propose a formal framework that allows the specification and com-
parison of identity-related properties. In particular, we make these contributions:

– Using the ideas of [1] as a starting point, we formally model the personally identi-
fiable information in an information system, and the (partial) knowledge actors can
have about this information. In this way, we are able to precisely and unambigu-
ously define many identity-related properties. We also include non-repudiation and
deniability properties that are not found in other similar works;

– By analyzing our model, we obtain the logical relations between our properties.
As a result, one can easily and formally see which combinations of properties are
possible and which are not;

– By introducing the concept of “privacy strength” we order the defined identity-
related properties so that one can compare them in terms of the privacy they offer;

– We formalize the identity-related properties presented in [1,6,7] to demonstrate the
expressiveness of our model. In particular, we show that our framework provides a
means for comparing existing definitions of identity-related properties and conse-
quently for generalizing the results of such studies.

This paper is structured as follows. First, we introduce the concepts of personal in-
formation model (§2) and actor view (§3). Then, we show how these concepts are used
to formalize identity-related properties (§4). Next, we analyze the properties in terms
of logical relations and privacy offered (§5), and compare the results with existing tax-
onomies (§6). Finally, we present final remarks and directions for future work (§7).

2 Personal Information Models

This section introduces the concept of personal information (PI) model, which is used
to represent the context of a computer system containing personally identifiable infor-
mation. A PI model consists of items of interest within the system (i.e., data items,
identifiers, and entities) and the relations between them. A data item is a piece of in-
formation that we are interested in from a privacy perspective: information belonging
to an entity (i.e., a natural person [8]) that might be regarded as sensitive. A precise
characterization of data items depends on the application domain. For example, in a
communication setting, data items (“hello”, sent) and (“hello”, recv) represent the ac-
tions of sending and receiving message “hello” over a network; in a database setting,
entries in the database such as a person’s age, address, etc. are data items.

Data items, however, are not directly coupled with entities; rather, they are coupled
with identifiers, which represent an attribute of an entity (e.g., social security number)
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Fig. 1. D = {d1, d2}; I = {i1, i2}; E = {e}. The θ and ψ functions indicate to which (single)
identifier a data item belongs, and to which (single) entity an identifier belongs; the “related”
relation ↔ is the minimal equivalence relation containing ψ and θ.

that can be used to uniquely identify an entity within the system. An identifier, in turn,
is coupled with the corresponding entity. Distinguishing identifiers from entities makes
it possible to model situations in which the coupling of a data item to an identifier is
known, but the coupling to the entity is not; and to model situations in which an entity
makes use of multiple identifiers (i.e., pseudonyms) within the same system.

A data item in our model is assumed to belong to one unique identifier, which in turn
belongs to one unique entity. This way, when one speaks e.g. about the “anonymity” of
a data item, it is immediately clear whose privacy is protected. Given the sets of data
items D, identifiers I and entities E , we can see these links as functions θ : D → I
and ψ : I → E (Figure 1(a)). We introduce the relation related, denoted by ↔, to
indicate that two items of interest are related to each other. Essentially,↔ is the minimal
equivalence relation on data items, identifiers and entities such that a data item d is
related to an identifier i (represented as d↔ i) if θ(d) = i and an identifier i is related
to an entity e (represented as i↔ e) if ψ(i) = e (Figure 1(b)).

Note that according to the definition of ↔, a data item is related to any identifier of
an entity, and not just to the one given by θ. In fact, the relation ↔ defines equivalence
classes which consist of exactly one entity and all identifiers and data items related to
it. This representation makes it possible to infer all the information related to an entity
and better evaluate the level of entity’s privacy.

Definition 1. A personal information model or PI model is a tuple (E , I,D,↔) where:

1. E , I andD are disjoint finite sets of entities, identifiers and data items, respectively;
2. ↔ is an equivalence relation on E ∪ I ∪ D, called the related relation, such that

every data item is related to at least one identifier, and every identifier is related to
exactly one entity.

Note that this definition implies that any data item or identifier is related to one unique
entity, as indicated above. Note, also, the disjointness of E , I and D: this is to avoid
ambiguity in the definitions of our properties later on. For the sake of simplicity, we use
O to denote the set of all items of interest in the system (i.e., O = E∪I∪D) when there
is no need to distinguish between the different types. Moreover, we use the symbol �↔
to indicate that two items of interest are not related to each other.

An obvious domain where identity-related properties are relevant is communication
networks where various parties send messages to each other. The following example
shows how our model applies to this domain.
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Fig. 2. The two consistent PI models from Example 2
(a), and a’s views from Example 5 (b)
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Fig. 3. Combined actor view
(Example 3)

Example 1. Consider a communication network such as the Internet. The IP address
used in communication can be modeled as the identifier of the person accessing the
network. A person may use several IP addresses to access the network (e.g., the IP
addresses corresponding to his home Internet connection, to his mobile phone, etc.). In
our model, these IP addresses corresponds to different identifiers of the same entity.

A message m transmitted over the network is then represented as two data items:
(m, sent) and (m, recv). This representation makes it possible to identify the sender
and the receiver of a specific message.

Different systems may share common entities, identifiers, or data items. In particular,
a data item in one system can be used as an identifier in another system. In case of
overlap, if different models (Ei, Ii,Di,↔i) are to give a consistent view of reality, they
must correspond on the overlapping part. Formally, let ↔ be the minimal equivalence
relation on

⋃Oi such that ↔⊃ ⋃ ↔i; then the restriction of ↔ to Oi is equal to ↔i.

Example 2. Let M1 = (E1, I1,D1,↔1) and M2 = (E2, I2,D2,↔2) be two PI models
where M1 represents a social network site and M2 an e-mail system. Let e be an entity
that occurs in both systems and i be its identifier on the social network. Now, the e-mail
address d1 of e is mentioned in his profile on the social networking site, so it occurs as
a data item in M1. However, d1 is also e’s identifier in M2, linked to an e-mail message
d2. The ↔ relation as defined above now relates all items {e, i, d1, d2}. The relation
↔1 defines the equivalence class {e, i, d1} and ↔2 the equivalence class {e, d1, d2}.
Clearly, M1 and M2 are consistent (see Figure 2(a)).

3 Actor View

The PI model describes the “full reality”, that is, all the items of interest within the
system and the relations between them. Different actors may see different parts of the
system; their views model the partial knowledge they have about the reality at a given
moment in time. In this paper, A is used to denote the set of actors. There is no inherent
relation between this set and the set of entities defined in the system. Actors may be
normal users of a system, or they may be attackers that want to collect as much infor-
mation as possible – it is in terms of these latter kinds of attackers that identity-related
properties are usually defined [1,6,7]. Note that we only consider knowledge of a given
actor at a static moment in time. Thus, the concept of view is not bound to a certain
kind of attacker model in which an attacker is static/active or inside/outside the system.
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An actor may or may not know about the existence of certain data items, identifiers
or entities. Also, even if the actor knows about the existence of two items, he may not
be aware of whether they are related. Let us indicate how these aspects are formalized
in the actor’s view. First, the view includes the set of items of interest detectable by the
actor. In other words, the actor “can sufficiently distinguish whether [these items] exist
or not” [1]. This means that the actor not only “sees” that the item exists, but also that it
is real (for instance, in cases where dummy traffic is added to a communication network
[9], this dummy traffic is not part of the view). Next, an actor a can observe relations
between items of interest within the system. This is captured by the associability re-
lation (denoted by ↔a): if x, y are related in the system, then x ↔a y means that a
can “sufficiently distinguish whether these items of interest are related” [1]. Finally, if
x ↔a y, then it is possible that a is even able to convince other actors that the items
are indeed related: for this we introduce a stronger version of ↔a called the provability
relation, denoted by �a. Note that providing a formal definition of detectability, as-
sociability, and provability is out of the scope of this paper. We refer to Section 7 for a
discussion on existing works that can be used to formalize these notions.

Actors can combine their knowledge about the PI model. One application is federated
identity management [10], in which service providers share information with partners
and deliver services across multiple domains. To capture this case, we define the view
of sets of actors, indicating the knowledge they would collectively have if they would
(hypothetically) come together and share their information about the PI model.

Definition 2. Let M = (E , I,D,↔) be a PI model and A ⊂ A be a set of actors. The
view of A on M is a tuple (EA, IA,DA,↔A,�A) such that:

1. EA ⊂ E , IA ⊂ I, DA ⊂ D are the items of interest detectable by A; their union is
denoted OA = EA ∪ IA ∪ DA

2. ↔A⊂ (↔ ∩(OA ×OA)) is an equivalence relation: the associability relation ofA
3. �A⊂↔A is an equivalence relation: the provability relation of A
4. IfA = A1∪A2 for non-emptyA1, A2 ⊂ A, then EA ⊃ EA1∪EA2; IA ⊃ IA1∪IA2;

DA ⊃ DA1 ∪ DA2; ↔A⊃ (↔A1 ∪ ↔A2); �A⊃ (�A1 ∪ �A2).

We write �↔ A for the complement of ↔A and ��A for the complement of �A. The
above definition states that (1) only “real” items can be detected; (2) the associability
relation is an equivalence relation and a set of actorsA can only associate items that are
related in the system and detectable by A; (3) the provability relation is an equivalence
relation and an actor can prove that two items of interest are associated only if he can
associate them; (4) two sets of actors combined have at least as much knowledge as the
separate sets. Note that ↔A contains at least the transitive closure of ↔A1 and ↔A2 , but
possibly even more (and similarly for �A). So, a group may be able to deduce more
than what follows directly from the models of the single actors (or subsets of actors)
forming the group (see Example 3).

Example 3. Consider a research group with only one Italian postdoc e, with i as em-
ployee number. Suppose actor a knows the nationality d1 = Italian of i, and actor b
knows the position d2 = postdoc of i. Data items d1 and d2 alone are not sufficient to
uniquely identify e, as several postdocs and several Italians may work in the research
group. However, the set {a, b} can link i to e (Figure 3).
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Example 4. Consider the scenario of Example 1. Detecting an IP address means being
able to say whether the IP address is in use in the network. Detectability of messages
means knowing that a given message is a real message sent over the network regard-
less of its sender or recipient. We assume that if a message m is detectable, then data
items d1 = (m, sent), d2 = (m, recv) are detectable. However, the associability of the
message to the sender and to recipient are independent from each other.

The views of a set of actors on two overlapping PI models must be consistent. Similarly
to what we described earlier, given views (Ei,A, Ii,A,Di,A,↔i,A,�i,A) of actorsA ⊂
A on system models (Ei, Ii,Di,↔i), we say that the ↔i,A should be restrictions to
Oi,A ×Oi,A of ↔A. The same holds for the provability relations �i,A.

Example 5. Let us revisit Example 2. Now suppose that an actor a ∈ A is able to see
the e-mail address of e on e’s profile, so i ↔1,a d1. Also, in his e-mail application he
sees that the e-mail address belongs to e, so in the view of the e-mail system, d1 ↔2,a e.
Then the consistency requirement states that also in a’s view onM1, the e-mail address
(as data item) is associable to e: d1 ↔1,a e, and thus also i↔1,a e (Figure 2(b)).

4 Identity-Related Properties

This section presents a formalization of well known identity-related properties (e.g. [1])
in terms of actor view. These properties (Table 1) are defined from the perspective of
data items by describing their detectability and the amount of associability that data
items have to other items of interest.

– The detectability properties (D, UD) indicate the occurrence of the data item in the
detectability set of the actor view;

– The identifiability properties (I, PI, CI) indicate that the actor can associate the data
item to an entity, identifier, or both — note that the identifier that a data item d
is associated with does not necessarily need to be θ(d): it can also be any other
identifier of ψ(θ(d)) observable by the actor;

– The anonymity properties (A, PA, CA) indicate that such a link can not be made;
– The linkability properties (L, UL) indicate the ability to associate the data item with

other data items;
– The non-repudiability properties (EN, IN, CN) indicate that a link to an identifier,

entity, or both, can be proved;
– The deniability properties (ED, ID, CD) indicate that such a link can not be proved.

The following observations follow directly from our model:

Proposition 1. Let M = (E , I,D,↔) be a PI model, A ⊂ A a set of actors, and
d1, d2 ∈ D s.t. d1 ↔ d2. If d1 and d2 are identifiable, then they are linkable. If d1 and
d2 are pseudo-identifiable to the same i, then they are linkable.

(Un)detectability, identifiability, anonymity, (un)linkability, entity-non-repudiability
and entity-deniability can be similarly defined as properties of identifiers; we do not
present them in the paper due to lack of space.
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Table 1. Let (E ,I,D,↔), A ⊂ A, MA = (EA, IA,DA,↔A,�A) be a PI model, a set of
actors and the view of that set of actors, respectively. Let d ∈ D. The table shows the conditions
under which identity-related properties hold for d w.r.t. A.

Property of d ∈ D Condition
detectability (D) d ∈ DA
undetectability (UD) d /∈ DA
identifiability (I) ∃e ∈ EA s.t. d ↔A e; i.e. d ↔A ψ(θ(d))
pseudo-identifiability (PI) ∃i ∈ IA s.t. d↔A i
complete identifiability (CI) ∃e ∈ EA s.t. d ↔A e and ∃i ∈ IA s.t. d ↔A i;
anonymity (A) d /∈ DA, or ∀e ∈ EA d �↔ Ae; i.e. d /∈ DA∨d �↔ Aψ(θ(d))
pseudonymity (PA) ∀e ∈ EA d �↔ Ae and ∃i ∈ IA s.t. d↔A i
complete anonymity (CA) d /∈ DA, or ∀e ∈ EA d �↔ Ae and ∀i ∈ IA d �↔ Ai

linkability (L) ∃d′ ∈ DA s.t. d↔A d
′

unlinkability (UL) ∀d′ ∈ DA d �↔ Ad
′

entity-non-repudiability (EN) ∃e ∈ EA s.t. d �A e; i.e. d �A ψ(θ(d))
identifier-non-repudiability (IN) ∃i ∈ IA s.t. d �A i
complete non-repudiability (CN) ∃e ∈ EA s.t. d �A e and ∃i ∈ IA s.t. d �A i

entity-deniability (ED) d /∈ DA, or ∀e ∈ EA d ��Ae; i.e. d /∈ DA ∨d ��Aψ(θ(d))
identifier-deniability (ID) d /∈ DA, or ∀i ∈ IA d ��Ai
complete deniability (CD) d /∈ DA, or ∀e ∈ EA d ��Ae and ∀i ∈ IA d ��Ai

5 Taxonomies of Identity-Related Properties

This section presents an analysis of the relationships between the properties defined
in Section 4. We introduce the concept of “privacy strength” of a data item, which
represents the information that an actor has about the data item. This concept is then
used to compare the properties in terms of their logical relations and of privacy offered.

5.1 Strength of Privacy

The properties introduced in Section 4 are defined in terms of several aspects of a data
item: its detectability, its associability to an entity, and its associability to an identifier.
We use these three aspects of privacy to define the “privacy strength” of a data item:

Definition 3. Let (E , I,D,↔) be a PI model andA ⊂ A be a set of actors. Let d ∈ D.
The privacy strength σ of d w.r.t. A is the tuple (δ, ε, ι), where:

– δ = 1 if d ∈ DA; δ = 0 otherwise;
– ε = 2 if there is e ∈ EA such that d �A e; ε = 1 if not, but there is e ∈ EA such

that d↔A e; ε = 0 otherwise;
– ι = 2 if there is i ∈ IA such that d �A i; ι = 1 if not, but there is i ∈ IA such

that d↔A i; ι = 0 otherwise.

Note that the ↔A and �A relations only have meaning if d ∈ DA, so the admissible
privacy strengths are those in S = {(0, 0, 0)} ∪ ({1} × {0, 1, 2} × {0, 1, 2}).
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Table 2. Let (E ,I,D,↔) be a PI model and A ⊂ A a set of actors. The table shows the con-
ditions on the privacy strength σ = (δ, ε, ι) of a data item c ∈ D corresponding to the given
identity-related properties.

privacy property condition privacy property condition
undetectability (UD) δ = 0 detectability (D) δ = 1

anonymity (A) ε = 0 identifiability (I) ε ≥ 1
pseudonymity (PA) ε = 0, ι ≥ 1 pseudo-identifiability (PI) ι ≥ 1
complete anonymity (CA) ε = ι = 0 complete identifiability (CI) ε ≥ 1, ι ≥ 1

entity-deniability (ED) ε < 2 entity-non-repudiability (EN) ε = 2
identifier-deniability (ID) ι < 2 identifier-non-repudiability (IN) ι = 2
complete deniability (CD) ε < 2, ι < 2 complete non-repudiability (CN) ε = 2, ι = 2

We can now rephrase our properties as conditions of the privacy strength of a data
item. Each identity-related property then corresponds to a subset S′ ⊂ S of admissible
privacy strengths. The correspondence is shown in Table 2. Note that we do not consider
(un)linkability as it is not about associating the data item with identifiers and entities.

5.2 Logical Relations between Properties

The formulation of identity-related properties in terms of their privacy strength enables
us to analyze the logical relations between them (i.e., whether they overlap, are mutually
exclusive, or one implies the other). The following result follows directly from Table 2:

Proposition 2. Let (E , I,D,↔) be a PI model, and A ⊂ A a set of actors. Then
Table 3 shows the logical relations between the identity-related properties for a data
item d ∈ D with respect to A.

Table 3 makes it possible to identify, for example, which properties it is impossible to
achieve at the same time. For instance, having both identifiability and pseudonymity is
not possible, but one can have identifiability with pseudo-identifiability. It also shows
that anonymity automatically guarantees entity-deniability.

Although the taxonomy in Table 3 exactly indicates the logical relations between
properties, it does not say which ones are more desirable from a privacy standpoint. In
the next section, we propose an ordering of properties with respect to privacy.

5.3 A Partial Order on Privacy Strengths

The notion of “privacy strength” makes it possible to compare the privacy of different
data items: we say that a data item has (strictly) stronger privacy than another data item
if on each of the three aspects above, its privacy is stronger than that of the other item.
This gives a partial order on the admissible privacy strengths (Figure 4).

Definition 4. Let b and c be two data items, and σb = (δb, εb, ιb) ∈ S and σc =
(δc, εc, ιc) ∈ S be their privacy strengths. We say that σb is stronger than σc, denoted
by σb 
 σc, if δb ≤ δc, εb ≤ εc, ιb ≤ ιc. Accordingly, we say that b has stronger privacy
than c (denoted by b 
 c) if σb 
 σc.
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Table 3. Logical relations between the various identity-related properties. ⇑: left properties im-
plies top property; ⇐: left property implied by top property; ∅: mutually exclusive; ¬: each others
negation; �: properties partially overlap.

detect. identif. anonymity non-repud. deniability
D UD I PI CI A PA CA EN IN CN ED ID CD

Detectability (D) = ¬ ⇐ ⇐ ⇐ � ⇐ � ⇐ ⇐ ⇐ � � �
Undetectability (UD) ¬ = ∅ ∅ ∅ ⇑ ∅ ⇑ ∅ ∅ ∅ ⇑ ⇑ ⇑

Identifiability (I) ⇑ ∅ = � ⇐ ¬ ∅ ∅ ⇐ � ⇐ � � �
Pseudo-identifiability (PI) ⇑ ∅ � = ⇐ � ⇐ ∅ � ⇐ ⇐ � � �

Complete identifiability (CI) ⇑ ∅ ⇑ ⇑ = ∅ ∅ ∅ � � ⇐ � � �
Anonymity (A) � ⇐ ¬ � ∅ = ⇐ ⇐ ∅ � ∅ ⇑ � �

Pseudonymity (PA) ⇑ ∅ ∅ ⇑ ∅ ⇑ = ∅ ∅ � ∅ ⇑ � �
Complete anonymity (CA) � ⇐ ∅ ∅ ∅ ⇑ ∅ = ∅ ∅ ∅ ⇑ ⇑ ⇑

Entity-non-repudiability (EN) ⇑ ∅ ⇑ � � ∅ ∅ ∅ = � ⇐ ¬ � ∅
Identifier-non-repudiability (IN) ⇑ ∅ � ⇑ � � � ∅ � = ⇐ � ¬ ∅

Complete non-repudiability (CN) ⇑ ∅ ⇑ ⇑ ⇑ ∅ ∅ ∅ ⇑ ⇑ = ∅ ∅ ∅
Entity-deniability (ED) � ⇐ � � � ⇐ ⇐ ⇐ ¬ � ∅ = � ⇐

Identifier-deniability (ID) � ⇐ � � � � � ⇐ � ¬ ∅ � = ⇐
Complete deniability (CD) � ⇐ � � � � � ⇐ ∅ ∅ ∅ ⇑ ⇑ =

Fig. 4. Partial order on the set S of admissible privacy strengths. In the left figure, for the de-
tectability, identifiability and anonymity properties their subsets S′ ⊂ S are drawn (for the col-
ored areas, the line style of the area corresponds to that of the property name); in the right figure
the non-repudiability and deniability properties are indicated.

The definition above together with the formalization of identity-related properties in
Table 2 allows us to order properties with respect to their privacy strength.

We consider two natural ways to define when S1 ⊂ S offers stronger privacy than
S2 ⊂ S. First, we consider a strict condition under which S1 should be pairwise stronger
than S2. In this case, we say that S1 has absolutely stronger privacy than S2. We also
consider a weaker condition under which S1 just has stronger privacy than S2.
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Fig. 5. Partial orders on identity-related properties: arrow means weakening of privacy

Definition 5. Let P1 and P2 be properties, and S1 ⊂ S and S2 ⊂ S their respective
sets of privacy strengths.

– P1 has absolutely stronger privacy thanP2, orP1 
′ P2, if for all σ1 ∈ S1, σ2 ∈ S2

one has σ1 
 σ2

– P1 has stronger privacy thanP2, orP1 
 P2, if for all σ ∈ S1, there exists a τ ∈ S2

such that σ 
 τ and for all τ ∈ S2, there exists a σ ∈ S1 such that σ 
 τ .

It is clear that 
 and 
′ defined above are relations; however, it may not be immediately
clear that they are partial orders (i.e., they are reflexive, anti-symmetric and transitive
relations). This does turn out to be true.1

Proposition 3. The partial orders 
, 
′ on identity-related properties are as in Fig. 5.

As seen in the figure, the absolutely stronger relation already gives us several logical
conclusions: for instance, we can see that undetectability (UD) is the strongest privacy
guarantee, whereas complete non-repudiation (CN) offers the weakest — in fact, no —
privacy. However, there are also many things it does not allow us to conclude. For
instance, anonymity (A) does not offer absolutely stronger privacy than identifiability
(I). The reason is that if anonymity (A) holds for a data item d, then it may still be
associable to an identifier; if identifiability (I) holds for d′ then it may be unassociable
to an identifier. Using the less strict “stronger” relation (Figure 5(b)), we can make this
claim and several similar ones.

5.4 Relating the Taxonomies

Each identity-related property corresponds to an area in Figure 4. Given two identity-
related properties, we can compare them on their privacy strength. Loosely speaking,
if property A has stronger privacy than property B, then it will lie lower than B in the

1 Technically, 
, 
′ give a partial ordering on all subsets S′ ⊂ S that have no gaps, i.e., if
x, z ∈ S′ and x 
′ y 
′ z, then also y ∈ S′. This property holds for all of our properties.
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Table 4. Possible situations when comparing two identity-related properties A,B and their inter-
pretations as areas in Figure 4. Between brackets an example of the situation is given. Note that
A = S \ B is a special case of A ∪ B = ∅.

A ∪B = ∅ A ⊂ B B ⊂ A A ∪ B �= ∅
A 
 B B completely above A is bottom part B is top part B partly above

A (CA
 CN) of B (UD
CA) of A (IN
CN) A (A
 IN)
A,B incomp. A,B next to each A in middle of B in middle of A, B overlap, not

other (PA, ID) B (PA⊂ED) A (ED⊂PA) one above (A,Cd)

figure. Also, we can see the logical relation betweenA andB in the figure: for example,
if A and B overlap as properties, then the areas in the figure will overlap.

The comparison of two properties both on strength and on logical relation determines
how the areas of the properties relate to each other. For instance, if A 
 B and A ⊂ B,
then the area of A in the figure must be the lower part of the area of B. A summary of
the many different combinations that can occur is shown in Table 4.

6 Comparing Identity-Related Property Taxonomies

In this section, we discuss several frameworks [1,6,7] that define identity-related prop-
erties, and we compare them with our framework. Note that these frameworks mainly
focus on a communication setting. We refer to Examples 1 and 4 on how this domain
can be represented in our model. To smooth our terminology in this particular context,
given a message m we refer to “anonymity of (m, sent)” simply as “anonymity of the
sender of m”, and similarly for other properties.

The frameworks presented in [1,6,7] do not differentiate between entities and identi-
fiers (although [6] does mention this as a possible extension). Consequently, they cannot
capture pseudonymity as a property. Pfitzmann and Hansen [1] do define pseudonymity,
but by this they mean the mechanism of using pseudonyms. They then specify different
degrees of linkability between the pseudonym and entity that correspond to our no-
tions of identifiability/anonymity of identifiers. Also non-repudiability and deniability
properties are not considered in these frameworks.

6.1 Privacy by Data Minimization

In their evolving work [1], Pfitzmann and Hansen present a terminology for properties
related to what they call privacy by data minimization. From the basic concepts of de-
tectability and linkability of items of interest, they define informally more advanced
properties. These (informal) definitions are the basis of our framework, albeit that we
use the term associability instead of linkability. This is because we want to distinguish
the property of linking two data items (or two identifiers) to one another from the gen-
eral relation used to associate items of interest with each other.

Table 5 provides a formalization of the identity-related properties of [1] in our model.
For instance, sender anonymity can be translated into our model as follows: given a
messagem, (m, sent) is anonymous from the perspective of adversary a (i.e., anonymity
of sender). Similarly, recipient anonymity – the dual of sender anonymity – corresponds
to anonymity of recipient.
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Table 5. Interpretation in our model (for a given message m sent by s and received by r w.r.t.
actor a) for identity-related notions from [1], and our name for the given property

Property from [1] Interpretation Property
Detectability (m, sent) ∈ Da ∧ (m, recv) ∈ Da detectability
Undetectability (m, sent) /∈ Da ∧ (m, recv) /∈ Da undetectability
Linkability o1 ↔A o2 (with o1, o2 ∈ Oa) associability
Sender Anonymity (m, sent) �↔ as anonymity of sender
Recipient Anonymity (m, recv) �↔ ar anonymity of recipient
Unobservability ∀b ∈ A : b �= s, b �= r : undetectability w.r.t. b;
(w.r.t. all actors) (m, sent) /∈ Db ∧ (m, recv) /∈ Db∧ anonymity of sender w.r.t. r;

(m, sent) �↔ rs ∧ (m, recv) �↔ sr anonymity of recv w.r.t. s

The authors also define the notion of unobservability: for a message m sent by s and
received by r, it means undetectability of m w.r.t. A\ {s, r}, sender anonymity w.r.t. r,
and recipient anonymity w.r.t. s. Differently from other properties, unobservability is a
global property in the sense that it is defined w.r.t. the set of all actors A.

6.2 An Indistinguishability-Based Characterization of Anonymous Channels

In [7], several identity-related notions are defined and classified in terms of indistin-
guishability of message matrices. A message matrix indicates which messages have to
be sent by what sender to what recipient in a run of some communication protocol. An
adversary gets to choose two message matrices M1 and M2. The communication pro-
tocol will then be run in an experiment using either M1 or M2, and the adversary tries
to decide which message matrix was used.

Identity-related notions are then defined in terms of restrictions placed on the mes-
sage matrices (in other words, what information can be freely chosen by the adversary).
The strongest anonymity notion, unobservability, holds when there are no restrictions
at all on M1 and M2, but still after observing the communication protocol the adver-
sary cannot say which was used. For the weaker notion of unlinkability, the number of
messages sent by each sender and the number of messages received by each recipient
must be the same for the two message matrices.

Differently from our approach, the properties of [7] are also defined on the basis of
the confidentiality of the message content.2 Therefore, many of them (i.e., SUL, RUL,
UL, SA*, RA*, and SRA) cannot be captured in our model. To enable us to compare
these notions, we extend the view Ma with a set Ca ⊂ Da consisting of the messages
whose content is known to the attacker. Table 6 shows a formalization of their identity-
related properties in this extended model. From the table, one can clearly reproduce
the trivial relations between properties given in Proposition 1 from [7]. In their formal-
ization, the authors also show that using PKI and key-private secure encryption [11],
some weak notions can be transformed to stronger notions. The use of encryption aims
to guarantee the confidentiality of messages. Under this assumption, the authors prove
that SUL, RUL, and UL are all equivalent as well as SA and SA*, and RA and RA*.
Table 6 shows that the same conclusions can be drawn in our framework.

2 Although confidentiality of the message is an important aspect, we believe that it is indepen-
dent of the issue of associating a message with its sender and recipient.
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Table 6. Interpretation in our model (for a given message m sent by s and received by r w.r.t
actor a) for identity-related notions from [7], and our name for the given property

Property from [7] Interpretation Property
Sender Unlinkability (SUL) (m, sent) �↔ as ∨ ((m, recv) �↔ ar ∧m /∈ Ca) —
Sender Anonymity (SA) (m, sent) �↔ as anonymity of sender
Strong Sender Anonymity (SA*) (m, sent) �↔ as ∧m /∈ Ca —
Receiver Unlinkability (RUL) (m, recv) �↔ ar ∨ ((m, sent) �↔ as ∧m /∈ Ca) —
Receiver Anonymity (RA) (m, recv) �↔ ar anonymity of recipient
Strong Receiver Anonymity (RA*) (m, recv) �↔ ar ∧m /∈ Ca —
(Sender-Receiver) Unlinkability (UL) ((m, recv) �↔ ar ∨ (m, sent) �↔ as) ∧m /∈ Ca —
Sender-Receiver Anonymity (SRA) (m, recv) �↔ ar ∧ (m, sent) �↔ as ∧m /∈ Ca —
Unobservability (UO) (m, sent) /∈ Da ∧ (m, recv) /∈ Da undetectability

Pfitzmann and Hansen [1] have also compared their terminology to [7], with differ-
ent results. However, we believe our comparison matches more closely with the formal
model of [7]. For example, they claim that SUL corresponds to sender anonymity. This
latter property means that no message can be associated with its sender. However, sup-
pose an actor can associate a message with its sender, but not see the contents of the
message or the recipient. Then, in the formalization of [7], SUL still holds. So clearly,
although sender anonymity is a sufficient condition for SUL, it is not a necessary one.3

6.3 Information Hiding, Anonymity and Privacy: A Modular Approach

In [6], identity-related properties are formalized in terms of the amount of knowledge
about sender and recipient functions (i.e., functions that link messages to their sender
or recipient respectively). These functions can have the following properties:

– Value opaqueness: for a given message, the sender/recipient is not known. This
corresponds to anonymity of sender and anonymity of recipient, respectively.

– Image opaqueness: for a given entity, it is not known if it has sent/received a mes-
sage. Image opaqueness is a necessary, but not sufficient, condition for detectability.

– Kernel opaqueness: given two distinct messages, it is not known that they have been
sent/received by the same entity. This corresponds to our notion of unlinkability.

The authors then define several anonymity properties based on these concepts. The
formalization of the notions in [6] is shown in Table 7. Sender anonymity and recipient
anonymity are defined as value opaqueness of the sender and recipient functions, which
is in line with our definitions. For sender untraceability, in addition one should have
kernel opaqueness, so this corresponds to anonymity and unlinkability of the data item
(m, sent); similarly for recipient untraceability.

Blender anonymity is defined as a combination of value opaqueness of the sender
and recipient functions. Accordingly, it can be seen as anonymity of both sender and
recipient. “Conversation-agent-2-unlinkability”, on the other hand, is value opaqueness

3 This assumes that seeing a message does not mean seeing the message contents. It is not
entirely clear if [1] makes this assumption. If not, then [1] in addition to sender anonymity
should also demand relationship anonymity to capture the meaning of SUL.
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Table 7. Interpretation in our model (for a given message m sent by s and received by r w.r.t.
actor a) of identity-related notions from [6], and our name for the given property

Property from [6] Interpretation Property
Sender Anonymity (m, sent) �↔ as anonymity of sender
Sender Untraceability (m, sent) �↔ as ∧ anonymity of sender +

�m′ : (m′, sent) ↔a (m, sent) unlinkability of sender
Recipient Anonymity (m, recv) �↔ ar anonymity of recipient
Recipient Untraceability (m, recv) �↔ ar ∧ anonymity of recipient +

�m′ : (m′, recv) ↔a (m, recv) unlinkability of recipient
Blender Anonymity (m, sent) �↔ as ∧ (m, recv) �↔ ar anon. of sender and recv
Conversation-Agent-2-Unlink. (m, sent) �↔ as ∨ (m, recv) �↔ ar anon. of sender or recv

of the function giving the sender and recipient at the same time, so it corresponds to
either anonymity of sender or anonymity of recipient. Note that [6] defines several vari-
ants of anonymity based on the number of possible senders or recipients for a message.
Our model abstracts away from this level of detail so that anonymity means that there
is “sufficient” unclarity about the sender or recipient.

7 Conclusions and Future Work

In this work, we presented a formal model to represent privacy-sensitive information
in information systems and the knowledge that actors have about it. This model can be
used to formalize many identity-related notions such as identifiability, pseudonymity
and anonymity. This formalization allows one to compare the properties in terms of
their logical relations and their privacy strengths. In particular, the obtained taxonomies
show which properties cannot be achieved at the same time and which properties are im-
plied by other properties as well as which properties are more desirable from a privacy
standpoint. We also demonstrated that our model is able to capture the identity-related
properties and reproduce several results presented in [1,6,7]. However, the mapping is
not always straightforward because of the different notions these frameworks employ.
For instance, [7] considers confidentiality issues in defining identity-related properties.
We showed how such issues can be modeled in our framework.

Interestingly, the formalization in [7] enables one to formally express transformations
of communication protocols to achieve certain privacy properties. Our model is static and
therefore is not able to specify the behavior of communcation parties or adversaries. In
forthcoming work we intend to extend our model to capture dynamic situations.

Our approach to defining identity-related properties assumes a formal meaning of
the notions of detectability, associability, and provability. Several proposed frameworks
can be used to formalize these notions. One relevant research stream proposes to model
the knowledge of an actor in a probabilistic way [5,12,13,14]. For instance, [5,13,14]
consider the knowledge about who has executed some action as a probability distribu-
tion over all possible entities; the entropy of this distribution then is a measure of the
“degree of anonymity” of that action. Another research stream models communication
systems using process algebra [2,3] or modal logic [4] and, based on such formal spec-
ifications, checks the privacy provided by a system. Concerning the formalization of
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non-repudiation [15], we mention that it is often seen as a consequence of using cryp-
tography, e.g. the unforgeability property of digital signatures. However, as [16, Ch.4]
remarks, the meaning of “proving” depends strongly on the specific context of the appli-
cation. As future work, we plan to investigate how to use these different frameworks for
detectability, associability and provability as a foundation for our model. Of particular
interest here is how we can capture low-level details of properties (e.g., 10-anonymity
is “stronger” than 3-anonymity) without loosing the abstract nature of the model.
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